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ABSTRACT

The subject under study is prediction with a simple linear regression model in the presence of errors in variables. The paper focuses on the case of a non-stochastic true regressor \( x \), but stochastic \( x \) is also treated. For a wide range of true \( x \) values around the mean of \( x \) in the estimation period, predictions based on OLS on the observed variables is to be preferred in terms of MSE to a predictor based on consistent estimation of the parameters. This can be so also when \( x \) follows a trend and predictions are made for the next observation. When the error variance of the regressor in the prediction period differs from the mean error variance in the estimation period sample, a predictor based on a modified OLS estimator, adjusted for that difference, behaves as the OLS predictor in the case of equal error variances. Under certain assumptions the modified OLS predictor produces consistent predictions, conditional on observed \( X \) for the case of stochastic \( x \).

1. INTRODUCTION

Observations on economic time series are often subject to errors; the last data points can be preliminary, the series can contain sampling errors, etc. For a discussion of sources of errors, see for instance Pierce (1981). One example of the case of sampling errors is when variables are based on household survey data concerning attitudes about the economic outlook and buying plans. Such variables are then used as explanatory variables in consumption or investment functions. In regression analysis these errors are often neglected, although it is well known that OLS produces inconsistent estimates of the structural relationship if an independent variable suffers from measurement error. For instance in a situation of a regressor based on survey estimated proportions Jonsson (1992) showed that the large sample bias may be large. Much attention has been paid to methods for estimating the structural parameters in the case of error in variables (for an early review see Madansky (1959) and for recent extensive surveys see e.g. Fuller (1987) and Aigner et al. (1986)). Although prediction is an important task of regression analysis this topic in connection with
errors in variables is just marginally touched upon in the literature. Perhaps this is due to a misunderstanding. Fuller (1987, p. 74) expresses this in the following way: "One often hears the statement, 'If the objective is prediction, it is not necessary to adjust for measurement error.' As with all broad statements, this requires a considerable number of conditions to be correct." The subject under study in this paper is that of measurement errors and prediction.

Assume the following model:

\[ y_t = \alpha + \beta x_t + q_t, \] where \( q_t \) is \( \text{IN}(0, \sigma^2_q), t = \{1, \ldots, T, p\}. \] (1)

\[
\text{Measurement equations:} \quad Y_t = y_t + w_t, \\
X_t = x_t + u_t.
\]

\( w_t \) is \( \text{IN}(0, \sigma^2_w) \) and \( u_t \) is \( \text{IN}(0, \sigma^2_u) \). \( w_t, q_t, \) and \( u_t \) are assumed to be independent. \( T \) is the size of the estimation period sample. \( p \) denotes the prediction period. If the error variance in \( X_t \) is constant, then \( \sigma^2_{ut} = \sigma^2_u. \)

In one case there seems to be no difficulty in handling the prediction situation. This occurs when \( X_p \) is a random selection from the same population that generated the estimation period sample (see e.g. Fuller, 1987, p. 75). OLS will then provide the best linear predictor given \( X_p \), if the error variance in \( X_t \) is the same for all \( t \). Further, if \( x_t \) is assumed to be \( \text{IN}(\mu_x, \sigma^2_x) \), \( (Y_t, X_t) \) will be distributed as a bivariate normal random variable. Then the OLS predictor is the best unbiased predictor conditional on the observed \( X \). Fuller emphasises that the use of OLS for prediction purposes requires the assumption that \( X_p \) be a random selection from the same distribution that generated the \( X_t \) of the estimation period sample. An example when this is not the case is given in Ganse et al. (1983). They assume different distributions of the true \( x \) in the estimation and prediction period samples, while the other parameters in their model are assumed to be the same for both samples. Another example concerning
yield forecasting is found in Reiser et al. (1992). They argue for using a consistently estimated prediction equation because of possible differences between the populations behind the estimation and prediction period samples.

Wold (1963) has shown that if \( Y = \alpha^* + \beta^*X + \varepsilon \) with \( E(Y|X) = \alpha^* + \beta^*X \) and if the first and second order sample moments have the corresponding theoretical moments of the variables \( Y \) and \( X \) as stochastic limits, then the least square regression of \( Y \) on \( X \) will provide consistent estimates of the parameters \( \alpha^* \) and \( \beta^* \). If \( x_t \) and \( u_t \) in (1) are normally distributed with constant variances, then \( E(Y_t|x_t) \) and \( E(Y_t|x_t) \) are both linear in \( x_t \) and \( X_t \), respectively. Wold's theorem then implies that the regression of \( Y_t \) on \( X_t \) will give consistent predictions. Wold especially points out that the assumptions about the sample moments are satisfied in the case of independent replications of a controlled experiment, and in the case when the variables \( Y \) and \( X \) are given as time series that are stationary and ergodic. Hodges and Moore (1972) also point out the necessity that the values used in making forecasts are drawn from the same stationary distribution and subject to the same sort of error to avoid prediction bias. Unfortunately, as they write, this is often not the case and it is never true when an independent variable follows a trend over time. They find it disturbing that if \( X_t \) is unbiased then any bias in the estimate of \( \beta \) "will be transmitted into a biased prediction". They then argue for trying to ensure that \( X_p \) and the estimate of \( \beta \) used in the prediction are both unbiased.

Non stationarity can also appear as non-constant error variance in \( X_t \). Given only preliminary data the error variance of the prediction period is greater than that of the estimation period. Another reason would be unequal sample sizes for survey based \( X_t \) values. An extreme case occurs when the error variance in the prediction period is zero, what will mean that predictions are made for a value of the true \( x_p \). In that situation OLS is not suitable for prediction, at least not if \( T \) is large (see e.g. Malinvaud, 1970, p. 382).
Yum and Neuhardt (1984) examined the prediction problem for model (1) with replicated observations on non-stochastic \( x \). They studied the relative performance of the OLS predictor and a consistently estimated predictor in terms of an integrated mean square error of prediction (IMSE), where the integration is made over a range of weighted possible values on \( x_p \). Yum and Byun (1990) develop IMSE for a multiple regression model with non-stochastic regressors. They compare OLS with two consistent estimators and suggest IMSE as a measure of overall, average prediction accuracy when the variables are subject to error.

The idea of this paper is to study the performance of a predictor, \( \hat{Y} = a + bX \), of \( E(Y|X_p) \) for different fixed values of the true \( x_p \). The predictors to be compared are mainly the OLS predictor and a predictor based on consistent estimation of \( \beta \). This will be done theoretically and by simulations for model (1). We will also study the problem with unequal error variances of \( X_p \), both in the case of non-stochastic and stochastic \( x \).

2. THEORY

2.1. Estimation of the structural parameters. The size of the asymptotic bias \( plim(b - \beta) \) of the OLS estimator \( (b_{OLS}) \) of \( \beta \) in (1) is related to the so called reliability ratio, \( K_{OLS} \), according to:

\[
plim b_{OLS} = \beta K_{OLS} \tag{2}
\]

where \( b_{OLS} = \frac{S_{XY}}{S_{XX}} = \frac{\Sigma (X_i - \bar{X})(Y_i - \bar{Y})}{\Sigma (X_i - \bar{X})^2} \)

and where \( K_{OLS} = \sigma^2_T / (\sigma^2_T + \sigma^2_\epsilon) \).
There are several ways of correcting for such bias (see e.g. Fuller, 1987). If $K_{\text{OLS}}$ is known, an evident estimator of $\beta$ is $b_{\text{OLS}}/K_{\text{OLS}}$. For known error variance in $X_t$ Fuller (1987, p. 193) suggests the following consistent moment estimator of $\beta$ in (1):

$$b_{\text{FUL}} = \frac{S_{XY}}{S_{XX} - (1 - \delta / T) \sum \sigma_u^2}$$

if $\lambda^* = \lambda - 1/T \geq 1$, \hspace{1cm} (3a)

and

$$b_{\text{FUL}} = \frac{S_{XY}}{S_{XX} + \delta \frac{T}{T} \sum \sigma_u^2 - (\lambda - \delta \frac{T}{T}) \sum \sigma_u^2}$$

if $\lambda^* = \lambda - 1/T < 1$, \hspace{1cm} (3b)

where $\lambda = S_{XX}(1-R_{XY}^2)/\Sigma \sigma_u^2$.

In (3) $\delta$ is a positive constant, that will simply be set to one in this study. $\lambda$ is the ratio between the residual sum of squares, when taking the reverse regression of $X_t$ on $Y_t$, and the sum of error variances in $X_t$. This ratio is expected to be greater than or equal to one since the error variance in $X_t$ is a part of this residual sum of squares. However, in a sequence of observations, it can happen that $\lambda < 1$. This is a reason for the modification in (3b), also excluding the possibility of a negative denominator. As the denominator in (3) is bounded below by a positive number, the estimator has moments. For further discussion of this estimator see Fuller (1987) and Jonsson (1992).

If the error variance $\sigma_{up}^2$ of $X_p$ is different from the mean error variance during the estimation period, then we propose the following modified OLS estimator:

$$b_{\text{MOLS}} = \frac{S_{XY}}{S_{XX} - (1 - \delta / T)(\Sigma \sigma_u^2 - T\sigma_{up}^2)}$$

if $\lambda^* = \lambda - 1/T \geq 1$. \hspace{1cm} (4)
If $\lambda^* < 1$, a modification corresponding to that in (3b) is made. In estimator (4) we correct for the discrepancy in error variance between the estimation and prediction period. This modified OLS estimator (MOLS) gives an estimate of $\beta$ corresponding to that which would have been obtained by OLS if the error variance of $X_t$ had been the same in the estimation period as in the prediction period. Hence the probability limit of (4) is

$$\text{plim} b_{\text{MOLS}} = \beta \frac{\sigma^2}{\sigma^2 + \sigma^2_{\text{up}}}. \tag{5}$$

If $x_t$ is random and normally distributed, (4) will yield consistent predictions of $Y$ given observed $X_p$. The proof follows immediately from that of Johnston (1972, pp. 290, 291) for the case of equal error variances.

The estimate, $a$, of $\alpha$ is obtained from $a = \bar{Y} - b\bar{X}$.

### 2.2 MSE for a linear predictor of $E(Y|x_p)$. Let us use model (1) for prediction and let $x_p$ be a fixed number. Then the prediction error for any predictor $\hat{Y} = a + bX_p$ of $Y|x_p$ is

$$Y|x_p, \hat{Y} = \alpha + \beta x_p + q_p + w_p - a - bX_p, \tag{6}$$

where $a$ and $b$ are estimates of $\alpha$ and $\beta$ obtained from the estimation period sample and hence independent of $q_p$, $w_p$ and $X_p$. Taking the squared expectation of (6) yields

$$E(Y|x_p, \hat{Y}^2) = E(Y|x_p, \hat{Y})^2 + \sigma^2_q + \sigma^2_w. \tag{7}$$
The expectation of the squared prediction error of \( y|x_p \) is obtained from (7) by letting \( \sigma^2_w = 0 \). The choice of predictor \( \hat{Y} \) only affects the first term. Let us therefore in the sequel study MSE of the predictor of \( E(Y|x_p) = E(y|x_p) \). Hence the prediction error now is:

\[
E(Y|x_p) - \hat{Y}_p = \alpha + \beta x_p - a - bX_p.
\]  

(8)

Denote \( \text{plim} \ a \) with \( \alpha^* \) and \( \text{plim} \ b \) with \( \beta^* \) and assume that the estimators have moments. Taking the MSE of the predictor over \( X_p \), given \( x_p \) yields:

\[
MSE_p = E(\alpha + \beta x_p - a - bX_p)^2 = E(\alpha + \beta x_p - \alpha^* - \beta^* X_p + \alpha^* + \beta^* X_p - a - bX_p)^2 = (\alpha + \beta x_p - \alpha^* - \beta^* x_p)^2 + \beta^2 \sigma^2_u + E(\alpha^* + \beta^* X_p - a - bX_p)^2 + 2E(\alpha + \beta x_p - \alpha^* - \beta^* x_p)(\alpha^* + \beta^* X_p - a - bX_p). \]

(A+B) \hspace{1em} (C) \hspace{1em} (D)  

(9)

The first two terms (A and B) are constants. The third term (C) can be rewritten as:

\[
C = E(\alpha^* + \beta x_p - a - bX_p)^2 + E(\beta^* - b)^2 \sigma^2_u. \]

(10)

C is under general conditions of order \( T^{-1} \) (see e.g. Cramér, 1946, pp. 353-354). Rewriting the cross product term D in (9) yields:

\[
D = -2\beta^* \sigma^2_u E(\beta^* - b) + 2(\alpha + \beta x_p - \alpha^* - \beta^* x_p) [E(\alpha^* - a) + x_p E(\beta^* - b)]. \]

(11)

Since the expectations \( E(\alpha^* - a) \) and \( E(\beta^* - b) \) are of order \( T^{-1} \), also D is of order \( T^{-1} \). The A and B terms are therefore, at least for large samples, likely to dominate MSE, unless \( \sigma^2_u \) is close to zero. It is worth mentioning this can easily be extended to the
case of several \( x \) variables. The term \( B \) in (9) then becomes \( E\{(\sum \beta_i^* u_i)^2\} \), where the summation extends over all \( x \) variables.

Let us focus on the sum of the first two terms in (9), \( A+B \), that can be expressed as:

\[
MSE_w = \beta^2 \left\{ (K-1)^2(\mu_x - x_p)^2 + K^2\sigma_u^2 \right\} \quad \text{where} \quad K = \frac{\beta^*}{\beta}.
\]  

(12)

If the predictor is based on OLS, then \( K \) is equal to \( K_{OLS} \) in (2), and for a consistent estimator of \( \beta \) the ratio \( K \) is equal to one. The minimum of (12) occurs for

\[
K = \frac{(\mu_x - x_p)^2}{(\mu_x - x_p)^2 + \sigma_u^2}.
\]

(13)

Let \( x_p = \mu_x + c\sigma_x \), where \( \mu_x \) is the mean and \( \sigma_x^2 \) is the variance of \( x \) in the estimation period. \( K \) then becomes

\[
K = \frac{c^2\sigma_x^2}{c^2\sigma_x^2 + \sigma_u^2}.
\]

(14)

For equal error variances, \( \sigma_{up}^2 = \sigma_u^2 \) OLS gives the minimum of \( MSE_{\infty} \), if the observed \( X_p \) comes from a true \( x_p \) at one standard deviation distance from the mean (\( c=1 \)). \( K \) is equal to one only if \( c = \infty \), unless \( \sigma_{up}^2 \) is zero. Hence a predictor based on consistent estimation of \( \alpha \) and \( \beta \) is never optimal, unless \( x_p \) is measured without error.

When the error variance in \( X_p \) is different from that of the estimation period, a predictor based on MOLS according to (4) will be optimal for \( c=1 \).

Now compare \( MSE_{\infty} \) of OLS with \( MSE_{\infty} \) of a consistent estimator:

\[
MSE_{\text{OLS}} - MSE_{\text{cons}} = \beta^2 (K_{OLS} - 1) \left\{ (K_{OLS} - 1)(\mu_x - x_p)^2 + (K_{OLS} + 1)\sigma_u^2 \right\}.
\]

(15)
Letting $\sigma_{\omega y} = r\sigma_{y}$ and replacing $\sigma_{\omega y}^2$ in (15) with $\sigma_{\omega y}^2 = r^2\sigma_{y}^2 (1 - K_{OLS})/K_{OLS}$ yields

$$MSE_{\omega y} - MSE_{\omega y} = \beta^2 (K_{OLS} - 1)^2 \left\{ (\mu_x - x_p)^2 - r^2 (K_{OLS} + 1)\sigma_{y}^2 / K_{OLS} \right\}. \quad (16)$$

For a predictor based on a consistent estimator to be better than the OLS predictor in terms of $MSE_{\omega y}$ it must hold

$$(\mu_x - x_p)^2 > r^2\sigma_{y}^2 (K_{OLS} + 1)/K_{OLS} \quad (17a)$$

i.e.

$$|\mu_x - x_p| > r\sigma_{y} \sqrt{1 + \frac{r}{K_{OLS}}} \quad \text{for} \quad 1 + \frac{r}{K_{OLS}} \geq 2 \quad \text{since} \quad K_{OLS} \leq 1. \quad (17b)$$

The interpretation of the inequality is: If $X_p$ comes from an $x_p$ with a deviation from $\mu_x$ smaller than the right hand side of (17b), the OLS predictor should be preferred to a predictor based on a consistent estimator. The expression (17) also tells us that the gain from using OLS is increasing with decreasing $K_{OLS}$. One faces the paradox that the more important it is to adjust for measurement error, when estimating the structural parameters, the more important it is to use OLS for prediction. This is so although the bias of the OLS predictor increases as $K_{OLS}$ decreases. If the error variance in $X_p$ is greater than the mean error variance of the estimation period, the relative gain from OLS increases. If the error variance in the prediction period is the smaller one, the opposite holds and an extreme case occurs when we observe the true $x_p$. In that situation the optimal $K$ is equal to one.

In Figure 1, the right hand side of (17b) with $\sigma_{x}=1$ has been plotted against $K_{OLS}$ for $r=1$ and for $r=\sqrt{2}$. This gives the number of standard deviations $x_p$ has to deviate from $\mu_x$ in order for the predictor based on consistent estimation to produce better
predictions than OLS. For instance, if $K$ is equal to .8 and $r$ is equal to one the prediction $x_p$ must lie at least one and a half standard deviation from the mean for the predictor based on consistent estimation to be better than the OLS predictor. When the error variance in $X_p$ is twice the error variance in the estimation period, $x_p$ must deviate with at least two standard deviations for this to be the case.

FIGURE 1. Distance $c$ (number of standard deviations) from $\mu_s$ that $x_p$ has at least to be in order for the OLS predictor to be worse than a "consistent" predictor. $T=\infty$.

Economic time series are often cyclical or/and contain trends. Let us therefore take a closer look at these two situations under the assumption that $x$ is non-stochastic and start with the cyclical case. If $x_t = \sin(\pi t/s)$, the variance of $x_t$ is .5 and the maximum of $x_t$ minus $\mu_x$ is equal to one. The minimum of the right hand side of (17b) is one for $r=1$, which means that a predictor based on a consistent estimator is never to be preferred to the OLS predictor if $r \geq 1$.

Assume in the trend case that $x_t$, $t=1..T$, is equally spaced between $\min(x_t)$ and $\max(x_t)^1$. Then the variance of $x_t$ is:

---

1The probability limits of $a$ and $b$ then concern those obtained assuming a large number of independent replications of the measurements on $\{x_1, ..., x_T\}$.
\[
\sigma^2 = \frac{T+1}{3(T-1)} \left[ \max(x_i) - \mu_x \right]^2. \tag{18}
\]

Inserting this into (17a) gives

\[
(x_p - \mu_x)^2 > r^2 \frac{T+1}{3(T-1)} \left[ \max(x_i) - \mu_x \right]^2 \left( 1 + \frac{1}{s_{\max}^2} \right). \tag{19}
\]

Now assume that \( x_p = \max(x_i) \). It is then easily seen that the inequality does not hold for \( r = 1 \) and \( K_{OLS} \leq 0.5 \) or for all \( K_{OLS} \) if \( r^2 \geq 1.5 \). Therefore OLS in these situations is always to be preferred given \( \min(x_i) \leq x_p = \max(x_i) \). Next assume that \( x_t = mt \), where \( m \) is a positive constant, that the error variance in \( X_t \) is proportional to the level of \( x_t \) and that we want to make predictions for the next observation, \( x_{T+1} \). Then \( r = \sqrt{2} \) and it is possible to show that the OLS predictor is always better than one based on a consistent estimator. Of course, this is the case for all \( \sigma^2_{up} = \sigma^2 x^m \) when \( m \geq 1 \). It is also worth mentioning that there are other predictors that sometimes do better than both the OLS and the consistent estimator based predictor. An example is the cyclical case where the minimum of (14) occurs for the maximum of \( x_p \) when \( c^2 = 2 \). In the trend case the minimum occurs for \( X_{T+1} \) when \( c^2 = 3 \).

An alternative predictor in the case of unequal error variances is the MOLS predictor based on estimation of \( \beta \) according to (4). The relationship between this predictor and the one based on consistent estimation is obtained from (17) by letting \( r = 1 \) and replacing \( K_{OLS} \) with \( K_{MOLS} \). This means that all results from a comparison of a predictor based on consistent estimation with the OLS predictor in the case of equal error variances carry over to a comparison with the MOLS predictor in the case of unequal error variances. One interesting special case occurs when \( x \) is measured without error in the estimation period, but an estimate of \( x_p \) is used when making predictions. Then OLS is a consistent estimator of \( \beta \). Hence the MOLS predictor will
be better than the OLS predictor for a wide range of values on \( x_p \) and an OLS prediction is often not optimal in such a case. If the error variance is larger in the prediction period than the mean of the error variances in the estimation period, it can be shown that OLS is to be preferred to MOLS if

\[
(x_p - \mu_x)^2 > \frac{K_{OLS} + K_{MOLS}}{2 - (K_{OLS} + K_{MOLS})} \frac{1 - K_{MOLS}}{K_{MOLS}} \sigma_x^2.
\]  

(20)

Since the MOLS predictor is optimal when \( x_p \) deviates by one standard deviation from the mean, the MOLS predictor will always be best if \( x_p \) lies within one standard deviation from the mean. If the error variance of \( X_p \) is smaller than the mean error variance of the estimation \( X_t \), the MOLS predictor has smaller \( \text{MSE}_{\infty} \) than the OLS predictor if (20) holds. The MOLS predictor will therefore always be a better choice if \( x_p \) deviates by one standard deviation or more from the mean.

The reason for the relatively better performance of the OLS predictor than one based on consistent estimation is the smaller B term in (9), \( K^2 \beta^2 \sigma_{up}^2 \). This often compensates the bias of the OLS predictor. If possible, the term B should be reduced. For instance, if the true \( x_t \) can be assumed to have a cyclical pattern, then the changes in the values from one observation to the next can be assumed to be small, and it seems reasonable to smooth the observed \( X \) values in the prediction period in order to reduce \( \sigma_{up}^2 \). The cost can be a greater bias, but this cost can be smaller than the gain. The MOLS predictor then may be an alternative to the OLS predictor in accordance with the earlier discussion.

Above we have assumed large samples so the C term and D term in (9) could be disregarded. However, we know that at least the C term should be smaller for the OLS predictor than for a predictor based on a consistent estimator because of a smaller variance of the OLS estimator of \( \beta \). A conjecture is, if we add this to the
earlier results, we will get a wider area of values of \( x_p \) for which OLS provides the better predictor. The gain for OLS in the C term also increases with decreasing \( K_{OLS} \).

If the error variance in \( X_p \) is greater than the error variance in the estimation period, the MOLS estimator of \( \beta \) may have a smaller variance than OLS, possibly resulting in a relatively smaller C term.

3. A SIMULATION STUDY

3.1 Introduction. In this section some simulation experiments will be performed to illustrate the earlier discussions and to compare different predictors in the case of small samples. The model to be used to generate observations on \( \{ Y_i, X_i \} \) is model (1) with \( \beta = 1 \). In the first set-up \( x_i \) is normally distributed. In the other experiments \( x_i \) will be non-stochastic. The error variance in \( X_i \) is assumed to be known. The explanatory power of the true regressor\(^2\) is set to .8 in all experiments. The predictors to be studied are mainly the OLS predictor, the MOLS predictor and the predictor based on the consistent estimator (3) of \( \beta \). The last predictor will be called the Fuller predictor. These predictors will be used also in cases of unequal error variances although other predictors based on weighted regression could have smaller variance. The evaluation of the predictors in the cases of non-stochastic \( x_i \) will be done by comparing bias and root mean square error (RMSE) at the prediction of \( E(Y|x_p) \). Bias and RMSE for the predictors have been calculated from the following relationships assuming the error in the prediction period to be independent of the errors in the estimation period.

The prediction error is

\[
E(Y / x_p) - \hat{Y} = \alpha + \beta x_p - a - b x_p - b u_p .
\]  

\[ R^2_{\hat{Y}} = 1 - (\sigma^2_q + \sigma^2_w) / \sigma^2_Y \]  

\(^2\text{R}^2_{Yx} = 1 - (\sigma^2_q + \sigma^2_w) / \sigma^2_Y \]
Taking the expectation of (21) over \( u_p \) yields

\[
\text{Bias} = E(\alpha + \beta x_p - a - bx_p).
\]  

(22)

MSE of the predictions can easily be shown to be

\[
MSE = E(\alpha + \beta x_p - a - bx_p)^2 + E(b^2)\sigma^2_u.
\]  

(23)

For each \( x_p \), the bias can be estimated by the mean of the simulated prediction errors, \( \alpha + \beta x_p - a - bx_p \). An estimate of MSE is obtained by averaging the squared errors and the squared slope estimates and then using (23) with known error variance.

3.2 Random \( x_p \). The first simulation experiment is performed to illustrate the behaviour of the predictors when \( x_p \) is a random selection from the same population that generated \( x_t \) in the estimation period sample. \( x_t \) is assumed to be normally distributed with zero mean and variance equal to .8. In the estimation period sample \( \sigma^2_u \) is equal to .2 and in the prediction period \( \sigma^2_{up} \) is set to .2 in a first set-up and then changed to .4 in a second set-up. The size of the estimation period sample is \( T=50 \). The number of replications is 500. The simulation results for the estimators of \( \beta \) are given in Table 1. We note that the means of the estimates are of expected sizes, 1 for Fuller, .8 for OLS and .667 for MOLS, and that RMSE for the Fuller estimator is much smaller than for the other estimators. The number of replications when \( \lambda^* \) in (3) is less than one is only five. Hence there are few such "bad" samples. For a discussion of these matters, see Jonsson (1992).

<table>
<thead>
<tr>
<th>( \lambda^* \leq 1 )</th>
<th>OLS</th>
<th>FULLER</th>
<th>MOLS, ( \sigma^2_{up} = .4 )</th>
<th>No of repl.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Mean(( b ))</td>
<td>.795</td>
<td>1.004</td>
<td>.661</td>
<td>5</td>
</tr>
<tr>
<td>RMSE</td>
<td>.223</td>
<td>.133</td>
<td>.347</td>
<td></td>
</tr>
</tbody>
</table>
The results from the prediction evaluation are summarised in Figure 2. In Figures 2A and 2B the prediction errors according to (21), obtained with the OLS predictor and the Fuller predictor, are plotted against $x_p$ for the situation when $\sigma^2_u=.2$. The Fuller predictor gives at least approximately unbiased predictions of $E(Y|x_p)$. This is not the case for OLS. In Figures 2C and 2D the prediction errors are plotted against observed $X_p$. The Fuller predictor yields biased predictions of $E(Y|X_p)$ and now the OLS predictions seem to be unbiased. It can also be mentioned that RMSE for the 500 predictions is somewhat smaller for OLS than for the Fuller predictor.

Figures 2E and 2F present results for the situation when the error variance in the prediction period is assumed to be twice the error variance in the observation period. The compared predictors are the OLS and the MOLS predictors. We note that the OLS predictor produces biased predictions of $E(Y|X_p)$, unless $X_p$ is close to its mean, while the MOLS predictor, that takes account to the change in error variance, gives approximately unbiased predictions for all $X_p$. RMSE for the MOLS predictor is only marginally smaller than for OLS, when calculated over all observed $X_p$, but the gain with the MOLS predictor increases with the distance of $X_p$ from its mean.

3.3 Non-stochastic and cyclical $x$. In this section $x_t$ will be treated as non-stochastic and cyclical according to $x_t=\sqrt{1.6}\sin(\pi t/12)$. The estimation period consists of two whole cycles ($T=48$) and the prediction period of one cycle ($t=49:72$). This makes it possible to evaluate the predictors when the true $x_p$ comes from different parts of a cycle. When $x_t$ has a cyclical pattern we often have an idea based on earlier $X_t$-values of the cyclical position of $x_p$. The variance of $x_t$ over a cycle is .8. $\sigma^2_u$ will first be set to .2 and in a second set-up to .4, which means that $K_{OLS}$ will be .8 and $2/3$, respectively. A trial will also be made by smoothing the observed $X_p$ by successively taking the average of the last two observations of $X_p$. Bias and RMSE are calculated from (22) and (23) with $x_p$ replaced by the corresponding smoothed value and with the error variance in $X_p$ divided by 2. Furthermore an attempt is
FIGURE 2. Prediction errors of the OLS predictor, the Fuller predictor and the MOLS predictor plotted against true \( x_p \) and observed \( X_p \) when \( \sigma^2_{u_p}=\sigma^2_u \) (equal error variances) and when \( \sigma^2_{u_p}=2\sigma^2_u \) (unequal error variances).
made to see how the predictors behave if the cycle under the prediction period has a greater amplitude. This will be done by letting the variance of $x_t$ in that cycle be twice the variance during the estimation cycles. The number of replications is set to 500.

Results from the estimation of $\beta$ are given in Table 2. The estimates of $\beta$ are on average somewhat greater than the corresponding probability limits ($=K$, as $\beta=1$). RMSE for the consistent estimator is about 60% of RMSE of the OLS estimator when $K_{OLS}=0.8$. The corresponding number for $K_{OLS}=2/3$ is 50%. Hence, when estimating the structural parameters the consistent estimator outperforms OLS.

TABLE 2. Some results from the estimations of $\beta=1$.

<table>
<thead>
<tr>
<th></th>
<th>$K_{OLS}=0.8$</th>
<th>$K_{OLS}=2/3$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Mean $b$</td>
<td>RMSE</td>
</tr>
<tr>
<td>OLS</td>
<td>.813</td>
<td>.19947</td>
</tr>
<tr>
<td>FULLER</td>
<td>1.018</td>
<td>.1243</td>
</tr>
<tr>
<td>No of repl. with $\lambda^*&lt;1$</td>
<td>7</td>
<td></td>
</tr>
</tbody>
</table>

Results from the prediction evaluation are presented in Figure 3. Starting with the results for the OLS predictor (OLS) and Fuller predictor (FULLER), applied without smoothing $x_p$, and in the case of equal amplitudes (figures A, B, C and D), we note that the OLS predictor yields biased predictions while the Fuller predictor produces approximately unbiased predictions. However, RMSE is always smallest, even if we know that we are at the top of a cycle, for the OLS predictor. The picture is the same for $K_{OLS}=0.8$ and $K_{OLS}=2/3$, but the gain with OLS is larger for $K_{OLS}=2/3$. All these results are expected according to the discussion in Section 2.2. The reason for the better performance of OLS is its smaller B term in (9). In the case of smoothed $X_p$ this term will be reduced by 50%, while the bias term will only marginally be affected for both the OLS and the Fuller predictor, making the Fuller predictor more
FIGURE 3. Bias and RMSE for different predictors when $x_t$ is cyclical.
competitive. The results presented in the smoothed case are for the Fuller predictor (FULLER-MEAN) and the MOLS predictor (MOLS-MEAN). As can be noted, the prediction errors of the Fuller predictor are much reduced, but the MOLS predictor mostly yields better predictions for $K_{OLS}=\cdot 8$ and always for $K_{OLS}=2/3$. Smoothing the $X_t$ values also during the observation period in combination with OLS (not in the figure) gives almost identical results as for the MOLS predictor on smoothed $X_p$. It is also worth mentioning that the OLS predictor, when only $X_p$ was smoothed, produced a somewhat larger RMSE on the average than the MOLS predictor. Only when $x_p$ was close to the mean of $x$, OLS provided a better predictor. These results, too, are consistent with those of Section 2.2.

Figures 3E and 3F show the results for the case when the cycle during the prediction period has a greater amplitude. In the case of non-smoothed $X_p$ the Fuller predictor is now to be preferred to the OLS predictor at the top and at the bottom of the cycle, while the OLS predictor is still better elsewhere. It can also be noted that the potential gain from smoothing can be questioned in this case.

3.4 Non-stochastic $x_t$ with a trend. In this section the trend case will be studied by letting $x_t$ be equal to $t$. The error variance in $X_t$ is first assumed to be constant and determined so that $K_{OLS}=\cdot 8$. In a second experiment the error variance is assumed to be proportional to $x_t$, $\sigma^2_{\epsilon_t}=\sigma^2 x_t$. In many situations this is a more realistic assumption than that of a constant error variance. The estimation of the parameters will be performed for two sample sizes, $T=50$ and $T=200$. Predictions will then be made when $T=50$ for $x_p=26...70$ and when $T=200$ for $x_p=101..230$. The within sample predictions makes it possible to study exactly when a predictor is better than another. The number of replications is set to 1000. The estimation results are found in Table 3. The estimators seem to have a small positive bias for $T=50$. The consistent estimator is superior to the OLS estimator in terms of RMSE. This is especially the case for $T=200$. 
In Figures 4A-D bias and RMSE obtained in the prediction evaluation are plotted against \( x_p = t \) in the case of constant error variance. This is done for the OLS predictor and the Fuller predictor and the mean of these two. As can be noted, the bias is large for the OLS predictor when \( x_p \) lies far away from the mean of \( x_t \) in the estimation period, while the bias for the Fuller predictor is always of negligible size.

Looking at Figure 4C, we note that RMSE of the OLS predictor is smaller than RMSE of the Fuller predictor up to a \( x_p \) equal to 52. Hence OLS provides the better predictor even for a value of \( x_p \) outside the range of the \( x_t \) values used for estimation. This is not the case for \( T = 200 \). The predictors then do equally well when \( x_p \) is about 190. Thus the OLS predictor is the one to be preferred of the two predictors for \( T = 50 \), unless the prediction is made for a long forecast horizon, while the Fuller predictor is to be preferred for \( T = 200 \), also for a short horizon. As can also be noted from Figures 4C and 4D, there is at least one other predictor that is better than both the OLS and Fuller predictors for values on \( x_p \) that lies around \( T \), namely the mean of the two predictors.

RMSE for the case with error variances in \( x_t \) proportional to \( x_t \) is presented in Figures 4E and 4F. The OLS predictor is now always better than the Fuller predictor over the studied range of \( x_p \) values. Furthermore it can be noted that the MOLS predictor is behaving as the OLS predictor in the case of equal error variances. If instead we
FIGURE 4. Bias and RMSE for different predictors when $x_t=t$. Estimation periods are for $T=50$ and $T=200$. Predictions are made from $x_p=26$ and $x_p=101$, respectively.
assume a negative trend in $x_t$ (>0), this implies an error variance of $X_{T+1}$ that is less than the mean error variance of $X_t$ in the estimation period. The choice will then be between the MOLS predictor and the Fuller predictor, at least if the estimation sample is large.

3.5 Decomposition of MSE. Let us in some of the situations studied above decompose MSE into squared bias (A), the term B ($\beta^*2\sigma^2_{up}$) and the remaining part of (9) (C+D). The predictors that are compared in the analysis are the OLS and the Fuller predictors. The decompositions are for the cyclical case with $K_{OLS}$ equal to .8 presented in Figures 5A and 5B. The results for the trend case with $T=50$ are to be found in Figures 5C-F. Figures 5C and 5D show the decompositions of RMSE for the case of constant error variance, and Figures 5E and 5F show the results for the case with error variance proportional to $x_t$.

For all situations the results show that MSE of the OLS predictor (Figures 5A, 5C and 5E) is dominated by the bias term plus the B term and MSE of the Fuller predictor by the B term (Figures 5B, 5D and 5F). We note for the OLS predictor that the bias term in the cyclical case is never large enough to compensate the larger B term of the Fuller predictor. The opposite holds for large $x_p$ in the trend case when a constant error variance is assumed. All these results are consistent with the results from the theoretical derivations in Section 2.2. The remaining part of MSE often plays a minor role. We note that this part is overall smaller for OLS than for the Fuller predictor. This is what makes the Fuller predictor better than an OLS predictor only from $t=52$ on, in the case of a trend and a constant error variance. It is also worth mentioning that the remaining part of MSE had probably been smaller if a greater value on the $R^2_{xx}$ had been chosen or if larger estimation samples had been used. The effect is presumably largest for the Fuller predictor, making it a little bit more competitive with the OLS predictor. However, this will not change the main results.
FIGURE 5. Decomposition of MSE when $x_t$ is cyclical ($K_{Ols}=0.8$) and $x_t=t$ ($T=50$).
A situation when the sum of the C and D term can constitute a large part of MSE occurs when we want to make predictions conditional on a true \( x_p \). The B term is then zero and we note that the Fuller predictor is better or much better than the OLS predictor, unless \( x_p \) is close to the mean of \( x_t \). See also Stanley (1988) for a simulation study in the case of known \( x_p \).

4. SUMMARY

The problem under study in this paper is how to do predictions on the basis of a simple linear regression model when the independent variable \( x_t \) is measured with errors. It is well-known that OLS, conditional on observed \( X_t \), provides consistent predictions if the prediction value \( X_p \) on \( X_t \) can be assumed to be a random selection from the same normal distribution that generated the estimation period sample. This is not the case if the error variance in \( X_p \) differs from that of the estimation period. A modified OLS predictor, which takes this into account, based on known error variances, is proposed and can be shown to produce consistent predictions.

The paper focuses on predictions when the true \( x_p \) cannot be assumed to be randomly selected. The idea is to compare MSE of some predictors in the form \( \hat{Y} = a + bX_p \) for different fixed values on the true \( x_p \). It is shown that \( x_p \) has to lie rather far away from the mean of \( x_t \) in the estimation period, sometimes even outside the range of the estimation period \( x_t \) values, for the OLS predictor to be worse than a predictor based on consistent estimation of the slope parameter (\( \beta \)). The reason is that a term, equal to the error variance in the prediction period multiplied by the squared probability limit of the estimator of \( \beta \), enters MSE. That term can be much larger for a predictor based on consistent estimation than for the OLS predictor which will often make the OLS predictor the best one even if it produces a large bias. In the case of unequal error variances it is shown that the modified OLS predictor behaves as the OLS predictor in
the case of equal error variances. Some guidelines are also given when to use the
Modified OLS predictor instead of the OLS predictor. One special case occurs when
\( x_p \) is measured with and \( x_t \) in the estimation period sample is measured without errors.
Then the OLS predictor provides unbiased predictions, but the Modified OLS
predictor will yield better predictions in terms of MSE for a wide range of values on
\( x_p \).

Special investigations have been made for the cases when \( x_t \) is cyclical and when \( x_t \)
follows a trend. When \( x_t \) is cyclical with constant amplitude, it can under certain
conditions be shown that the OLS predictor is better than a predictor based on
consistent estimation. Smoothing the \( X \) values used for prediction can in such a
situation be worth trying in order to reduce the prediction error. In a simulation study
the modified OLS predictor in most cases produced better results than the consistent
predictor applied on smoothed \( X_p \). For the case when \( x_t \) follows a linear trend (\( x_t=t \))
and the error variance is proportional to \( x_t \) it was shown that OLS is to be preferred
for short forecast horizons. A simulation study showed that this could also be the case
for longer horizons when small samples are used. Even when the error variance was
constant the OLS predictor did better for a sample size of \( T=50 \) than the predictor
based on consistent estimation when making predictions for \( T+1 \).

REFERENCES

and M. Intriligator, eds., Handbook of Econometrics, Vol. 2, Amsterdam,
North Holland.


Sammanfattning


**Konstant mättfelsvarians.** En prediktor baserad på OLS-estimation bör föredras framför en baserad på konsistent estimation om inte \( x_p \) ligger långt ifrån medelvärde av \( x \) i estimationsstickprovet. Som exempel kan nämnas att om \( x \) är cyklisk är OLS alltid att föredra. En simuleringsstudie visar att OLS kan vara att föredra även i fallet med en trend i \( x \), om prediktion görs för nästa observation och antalet observationer ej är stort.
Olika mätfelelsvarians i prediktions- och estimationsperiod. Om mätfelelsvariansen är störst under prediktionsperioden växer det område för vilket OLS bör föredras framför en konsistent skattad prediktor. En prediktor baserad på estimation där hänsyn till skillnad i mätfelelsvarians tas kan då vara ett alternativ.

En paradox. Ju viktigare det är att justera för mätfelet då syftet är estimation, desto viktigare är det att bevara OLS för prediktion. Detta gäller trots ett växande systematisk prediktionsfel för OLS.
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